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Abstract. - Learning from examples to count domains in one-dimensional patterns is studied. Increasing the number of examples used for training a network to perform the task is equivalent to the annealing of a one-dimensional Ising model. The generalization error falls off exponentially with the number of examples per weight. The related contiguity problem, where the network discriminates between patterns with small and large number of domains, exhibits a first-order phase transition to perfect generalization at all temperatures. Monte Carlo simulations of both models are in very good agreement with the theoretical predictions.

An important class of pattern recognition problems can be solved by an integration of overlapping feature detectors each restricted to small segments of the pattern. Geometrical properties of binary images, such as total area, Euler number, and border length are examples of problems in this class [1]. Moreover, several biological systems, in particular in vision, appear to have similar architecture [2]. It is thus interesting to study dynamic processes under which systems with such architecture evolve to perform their task. Here we study this issue in the context of the dynamics of supervised learning.

Until now theoretical understanding of learning in neural networks has been restricted mostly to single-layer models [3-9] or to rather general upper bounds on the necessary number of examples [10]. In this paper we present simple two-layer models which can be solved in the limit of large inputs. For simplicity we consider here adapting only one layer of weights, namely those connecting the input to the hidden layer. The theory can be extended to training of both layers. Training of the network is assumed to contain a stochastic noise analogous to temperature. It has been recently shown that the generalization error decreases asymptotically like the inverse of the number of training examples whenever the measure of error is a smooth function of the network's weights [8]. First-order transition to perfect generalization is found, however, in some single-layer networks with binary
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weights [8, 9]. Here we find discrete networks that exhibit yet another behavior, the error decreases exponentially with the number of examples per weight. The above results apply to learning at finite temperature. We show that the properties of the learning process are sensitive to the details of the task such as whether the output of the network is Boolean or real valued.

We consider a two-layer network trained to count the number of domains in one-dimensional binary patterns, consisting of strings of $N$ bits $S_i = \pm 1$, $i = 0, \ldots, N$, with periodic boundary conditions, $S_0 = S_N$. The task is to count the number of domains of, say, $+1$'s, in a pattern. For an input pattern $S$ this number, denoted as $N^+$, is

$$N^+(S) = \frac{1}{4} \sum_{i=1}^{N} (1 - S_i S_{i-1}). \quad (1)$$

A two-layer network that solves this problem is shown in fig. 1 (inset). The network consists of a layer of hidden neurons that function as edge detectors. The number of $+$ domains equals half the number of domain walls or edges. Each pattern contains equal number of two types of edges: a $+$ edge at the site $i$ corresponds to $S_{i-1} = -1$, $S_i = +1$, whereas a $-$ edge to $S_{i-1} = +1$, $S_i = -1$. Thus the number of domains is determined from either the number of $+$ or $-$ edges. In the network shown in fig. 1 each hidden neuron $\sigma_i^+ = \pm 1$ receives two inputs via weights with alternating signs, $W_2i = 1$, $W_{2i-1} = -1$, and has a threshold 1. It thus acts as a detector of a $+$ edge at site $i$, i.e. $\sigma_i^+ = +1$ when $S_i = 1$, $S_{i-1} = -1$ and $\sigma_i^+ = -1$, otherwise. The weights from the hidden layer to the output neuron $\sigma$ are all set to 1/2. The output neuron is assumed to be linear: $\sigma = \frac{1}{2} \sum_{i=1}^{N} \sigma_i^+ + (1/2)N$, thus one obtains $\sigma(S) = N^+(S)$. Changing the signs of all the weights $\{W_i\}$ yields an equivalent solution with $\sigma_i^-$ acting as detectors of $-$ edges.

We consider learning the task in networks that are restricted to the architecture of fig. 1. We further fix the weights to the output neuron and the thresholds of the hidden layer, thus the only free parameters are the $2N$ weights $\{W_i\}$ which can be taken to be binary $W_i = \pm 1$. It is convenient to redefine these weights using the transformation $W_i \rightarrow (-1)^i W_i$, so that the two equivalent solutions to this task are $W_i = +1$, $i = 1, \ldots, 2N$ and $W_i = -1$, $i = 1, \ldots, 2N$. For any input $S$ the states of the hidden neurons are $\sigma_i^+ = \text{sgn}(W_2i S_i - W_{2i-1} S_{i-1} - 1)$ which can be expressed as

$$\sigma_i^+ = \frac{1}{2} (-W_2i W_{2i-1} S_i S_{i-1} + W_2i S_i - W_{2i-1} S_{i-1} - 1). \quad (2)$$

The network is trained by selecting a random sample of $P$ patterns $S^l$, $l = 1, \ldots, P$, with the corresponding numbers of domains, using a training energy

$$E(W) = \sum_{l=1}^{P} e(W; S^l), \quad (3)$$

where $e(W; S)$ is the error of the network $W$ on the input $S$. The error is chosen here as $(\sigma(W; S) - N^+(S))^2$, yielding using (2)

$$e(W; S) = (4N)^{-1} \left( \sum_{i=1}^{N} (1 - W_2i W_{2i-1}) S_i S_{i-1} + \sum_{i=1}^{N} (W_2i - W_{2i+1}) S_i \right)^2, \quad (4)$$

where we have used the notation $W_{2N+1} = W_1$. We consider here the case of uniform measure.
on the input patterns, i.e. the patterns are drawn with the equal probability \( P(S) = 2^{-N} \). In this case for large \( N \) the distribution of \( N^+ \) is a Gaussian centered at \( N/4 \) with a width of order \( \sqrt{N} \). For a typical \( S \) the network \( W \) generates approximately an equal number of mistakes by adding and subtracting edges, so that the typical value of \( \sigma - N^+ \) is of order \( \sqrt{N} \), and \( \epsilon \) of eq. \( (3) \) is of order 1. Finally, as in a general learning problem, the number of examples must scale as the number of free weights, i.e. \( P = \alpha \, 2N \), so that the error \( E(W) \) is of order \( N \).

Given a fixed set of examples, we assume a stochastic training algorithm, similar to a finite-temperature Monte Carlo process. The long-time outcome of this learning process can be described by the Gibbs distribution \( P(W) = Z^{-1} \exp \left[ -\beta E(W) \right] \) where \( Z = \text{Tr}_W \exp \left[ -\beta E(W) \right] \), and the temperature \( T = \beta^{-1} \) is the amplitude of the stochastic noise in the training process \([8]\).

The primary goal of the training is to reduce the generalization error \( \epsilon(W) \) which measures the error averaged over all the inputs, i.e. \( \epsilon(W) = 2^{-N} \sum \epsilon(W; S) \). A straightforward averaging of eq. \( (4) \) yields \( \epsilon(W) = 1 - m(W) \), where the order parameter \( m \) is

\[
m(W) = (2N)^{-1} \sum_{i=1}^{2N} W_i W_{i+1}.
\]

Comparing eq. \( (5) \) with eq. \( (4) \), one observes that the average part of the training energy \( E \), which is \( 2\alpha N(1 - m(W)) \), is identical with a 1D nearest-neighbor chain of \( W_i \) with a coupling constant \( \beta \alpha \). However, the random part of \( E \) contains long-range coupling between all pairs of \( W_i \)'s. In addition, whereas the average part is invariant under the transformation \( W \rightarrow -W \), this is not so for the random part, although there are two equivalent optimal solutions, \( W_i = 1 \) and \( W_i = -1 \). Thus the behavior of the system depends upon the competition between the two qualitatively different components of \( E \).

Quantities of interest include the generalization error and the training errors, \( \epsilon(T, P) \) and \( \epsilon_e(T, P) \), averaged over the Gibbs distribution \( P(W) \) as well as over the quenched random patterns \( S \). Theoretical evaluation of quenched averages usually involves the difficult problem of calculating the average free energy \( f = -T(2N)^{-1} [\ln Z] \), where \([...]\) denotes averaging over the examples. Here we consider the annealed approximation to the problem which consists of replacing \( [\ln Z] \) by \( \ln [Z] \) \([4, 8, 11]\).

Evaluating \( \ln \text{Tr}_W \left[ \exp \left[ -\beta E(W) \right] \right] \) using a Gaussian transformation to linearize the quadratic form of eq. \( (4) \) and keeping only the leading terms in large \( N \), we obtain

\[
f(m, K) = \frac{1}{2} \alpha \ln \left( 1 + 2\beta(1 - m) \right) + mK - (2N)^{-1} \ln \text{Tr}_W \exp \left[ -H(W) \right],
\]

where the effective Hamiltonian of the weights, \( H \), is the nearest-neighbor Ising Hamiltonian

\[
H = -K \sum_{i=1}^{2N} W_i W_{i+1}.
\]

Both \( m \) and \( K \) are determined by minimizing \( f(m, K) \). Using the well-known properties of the 1D Ising model, we obtain

\[
m_0 = (2N)^{-1} \sum_{i=1}^{2N} \langle W_i W_{i+1} \rangle - \tanh K_0,
\]
Fig. 1. – Generalization (□) and training errors (⊙) as functions of the number of examples per weight in the domain counting problem at $T = 1$. Data points are the results of Monte Carlo simulations with $N = 48$. The solid and dashed lines are the predictions of the annealed theory. The inset depicts one of the two optimal networks. The hidden units are connected with alternating positive (solid) and negative (dashed) weights. We show an example of an input pattern ($S_0$ is on the r.h.s.) with the corresponding states of hidden neurons. Filled circles in the first two layers represent $+1$ states and empty circles represent $-1$ states.

Fig. 2. – First-order transition to perfect generalization in the contiguity problem at $T = 5$. The lines are the results of the annealed theory for the training (■) and generalization (□) errors. The dotted line marks the position of the thermodynamic transition. The numerical data is for $N = 32$.

where $\langle \ldots \rangle$ denotes thermal averaging with the Ising Hamiltonian equation (7), and $K_0 = \alpha \beta / (1 + 2 \beta (1 - m_0))$.

The average generalization error is simply $\varepsilon_g(\alpha, \beta) = 1 - m_0$. The average training error per example, derived by differentiating $\beta f$ with respect to $\beta$ and dividing by $\alpha$, is $\varepsilon_t(\alpha, \beta) = \varepsilon_g(1 + 2 \beta m_0)$.

Qualitatively, the above theory implies that the system behaves as an Ising model with a renormalized coupling $K_0$. For any fixed $\beta < \infty$ increasing the number of examples per weight, $\alpha$, is equivalent to annealing the Ising model. For large $\alpha$ the generalization error decreases as

$$\varepsilon_g \sim 2 \exp[-2 \beta x], \quad \alpha \to \infty,$$

characteristic of the low-temperature behavior of the 1D Ising model. The type of errors that occur when $\alpha$ is large can be seen by evaluating the correlation function between a pair of weights $W_i$'s. The above theory yields

$$\langle W_i W_j \rangle = \exp[-|i - j|/\xi],$$

where the correlation length $\xi$ is $\xi = \ln m_0 \sim 2 \exp[-2 \beta x], \alpha \gg 1$. Thus the competition between the two equivalent optimal solutions results in imperfect networks whose spatial structure alternates between the two. Long sections of $\phi$'s (of length $\sim \xi$) that detect $+$ edges are interposed by sections that detect $-$ edges.

In a previous work we showed that, in general, the annealed theory becomes exact only in the limit of $\beta \to 0$, $\alpha \beta$ finite [8]. It is interesting that in the present case this theory yields a
good quantitative approximation even in a temperature range where strong deviations from the high-T limit are observed. This is shown by Monte Carlo simulations of the system with the energy $E$ at finite $T$. We find a very good agreement between the annealed theory and the simulations for all temperatures above $\sim 0.3$. The results for $T = 1$ are given in fig. 1. Note that the theory reproduces nicely the substantial difference between the training and the generalization errors, whereas in the high-T limit both errors have the same value.

At low temperatures ($0 < T \leq 0.4$) the annealed theory predicts a first-order transition at $\alpha(T)$, where $\varepsilon_g$ drops discontinuously to a low but finite value. This transition results from a singularity in the renormalized coupling $K_0$. According to this theory at $T = 0$ $\varepsilon_g$ drops to zero discontinuously at $\alpha(0) = 1.16$. This implies that even within the annealed approximation there are strong cooperative effects at low temperatures generated by the long-range random interactions between the $W_i$'s. The predicted discontinuous drop of $\varepsilon_g$ is accurately reproduced in the simulations in the range $0.3 \leq T \leq 0.4$. At lower temperatures, however, we observe substantial deviations from the annealed results. The analysis of the low-T behavior is complicated due to the presence of spin-glass phenomena [8, 12] which are currently studied.

The properties of the training process depend on the definition of the task, such as the nature of the system's output. To demonstrate this point, we discuss the case where the network's task is not to count the number of domains but rather to identify those patterns whose number of domains is larger than some threshold $N_0$. This problem is known as the contiguity problem and has been recently studied as a benchmark model of learning [13].

The contiguity problem can be solved with the same architecture as in fig. 1. The only difference is that the output neuron is a threshold device,

$$\sigma = \text{sgn}\left(\frac{1}{2} \sum_i W_{i} \sigma_i + \frac{1}{2} N - N_0\right). \quad (11)$$

We consider again the case of uniform measure on the patterns. To obtain an interesting limit of the problem at large $N$, the threshold number $N_0$ must equal the average value, i.e.

$$N_0 = [N^\ast(S)] = N/4.$$ 

Otherwise the desired label will almost always have the same value. The appropriate measure of error for this problem is

$$\varepsilon(W; S) = \theta(-\sigma(W; S)) \sigma_0(S), \quad (12)$$

where $\theta(x > 0) = 1$; $\theta(x \leq 0) = 0$ and the desired output $\sigma_0$ is $\sigma_0(S) = \text{sgn}(N^\ast(S) - N/4)$. Averaging the error in eq. (12) over all $S$, we find in the limit $N \rightarrow \infty$

$$\varepsilon(W) = \varepsilon(m^+, m^-) = \pi^{-1} \arccos\left(\frac{m^+}{\sqrt{3 - 2m^-}}\right), \quad (13)$$

where the two order parameters are

$$m^\pm = N^{-1} \sum_{i=1}^{N} W_{i} \sigma_{2i±1}. \quad (14)$$

Note that $m^+$ measures the average overlap between weights that share the same input, whereas $m^-$ measures the overlap between weights that share the same output (see fig. 1).

The annealed theory for this problem yields

$$\beta f = \frac{1}{2} \ln (1 - \varepsilon(m^+, m^-)) + m^+ K^+ + m^- K^- - \text{ln Tr} \exp [-H(W)], \quad (15)$$
where $\tau = 1 - \exp[-\beta]$ and

$$H = -K^+ \sum_{i=1}^{N} W_{2i} W_{2i-1} - K^- \sum_{i=1}^{N} W_{2i} W_{2i-1}. \quad (16)$$

The order parameters $m^\pm$ and the coupling constants $K^\pm$ are evaluated by minimization of $f$. One difference between eqs. (15), (16) and eqs. (6), (7) is that in this problem there are two different coupling constants between the chain of $W_i$'s. However the most important difference is the singular dependence of $\epsilon$, eq. (15), on $m^\pm$ at $m^\pm = 1$. This singularity leads to the appearance, at all $T$, of a discontinuous transition at a critical value of $\alpha$ from a high value of $\epsilon_g$ to perfect generalization, $\epsilon_g = 0$. The mechanism for this transition is similar to that found in a single-layer perceptron with binary weights [8,9]. This prediction is confirmed by Monte Carlo simulations of the contiguity problem at high $T$ (fig. 2). Due to the small size of the system, the transition is not discontinuous. It occurs in a range of $\alpha$ between the thermodynamic transition, i.e. the point where the free energies of the poor and perfect generalization states are equal, and the point where the state of poor generalization becomes unstable. Note that in the contiguity problem already at $T = 5$ the quantitative deviations of the simulation results from the annealed theory are larger than in the counting problem, although in both cases it becomes exact as $T \to \infty$. Nevertheless the qualitative picture provided by the theory is correct except for low $T$, where in an intermediate range of $\alpha$ spin-glass phenomena are present.

In conclusion we remark that, although we assumed binary weights, our qualitative results hold also in the case of continuous weights as long as the hidden neurons have binary output. Furthermore, our approach is expected to apply to other systems of local feature detectors, including systems with two-dimensional input.
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