Compressed sensing (CS) is an important recent advance that shows how to reconstruct sparse high dimensional signals from surprisingly small numbers of random measurements. The nonlinear nature of the reconstruction process poses a challenge to understanding the performance of CS. We employ techniques from the statistical physics of disordered systems to compute the typical behavior of CS as a function of the signal sparsity and measurement density. We find surprising and useful regularities in the nature of errors made by CS, a new phase transition which reveals the possibility of CS for nonnegative signals without optimization, and a new null model for sparse regression.

The recovery of high dimensional signals from limited numbers of measurements is central to many fields, from signal processing and machine learning, to neuroscience and systems biology. For example, one can speed up functional magnetic resonance imaging (fMRI) by minimizing the number of Fourier measurements needed to reconstruct each image frame. Also, using microarrays, one would like to infer regulatory interactions among genes by measuring expression levels of thousands of genes at once, but only under a limited number of experimental conditions, i.e., $O(100)$. And, in neural systems, a high dimensional afferent signal is often compressed by a downstream system, as is the case with the output of the retina, motivating the study of efficient methods that might be used in the brain to recover the original signal.

The new field of compressed sensing (CS), which has attracted much attention recently [1,2], demonstrates that if the high dimensional signal to be recovered is sparse, one can accurately recover the signal from a number of measurements much smaller than the dimensionality of the signal. Indeed many high dimensional signals of interest are sparse. For example, natural images, human speech, and fMRI data, when presented in a basis of wavelet coefficients, typically only have significant power in a very small fraction of the coefficients. Similarly, of the thousands of genes measured in a microarray, only a very small fraction actually regulate a gene of interest.

More formally, let $x^0$ be an unknown sparse $T$ dimensional vector which has only a fraction $f$ of its elements nonzero. Suppose we are given a vector $y$ of $N < T$ measurements, which is linearly related to $x^0$ by an $N$ by $T$ measurement matrix $A$, i.e., $y = Ax^0$. Thus each measurement $y_\mu$, for $\mu = 1, \ldots, N$ is a linear function $a_\mu \cdot x^0$ of the unknown signal $x^0$, where $a_\mu$ is the $\mu$'th row of $A$. In the context of signal processing, $x^0$ could be a temporal signal, and the $a_\mu$ could be a set of $N$ temporal filters. In the context of genetic network inference, $x^0$ could be a vector of regulatory interactions governing the linear response of a single gene $y_\mu$ to a pattern of expression of $T$ genes $a_\mu$, all measured in experimental condition $\mu$.

One approach to CS involves recovering $x^0$ by solving

$$\hat{x} = \arg \min_x \sum_{i=1}^T V(x_i) \quad \text{subject to } y = Ax,$$

where $V(x)$ is any sparsity promoting function. A natural choice is $V(x) = 1$ if $x = 0$ and $V(x) = 0$ otherwise, so that (1) yields the $x$ consistent with the measurements $y$ with the minimum number of nonzero elements. However, this is in general a hard combinatorial optimization problem. Here we consider the choice $V(x) = |x|$ thereby minimizing the $L_1$ norm of $x$, which is a convex problem.

Much of the seminal theoretical work in CS [3–5] has focused on sufficient conditions on $A$ to guarantee perfect signal recovery, so that $\hat{x} = x^0$ in (1), in the case of $L_1$ minimization. But often, large random measurement matrices $A$ which violate these sufficient conditions nevertheless typically yield good signal reconstruction performance. Important work on this typical behavior [5,6] has revealed a phase transition in the performance of CS as a function of the signal sparsity, controlled by $f$, and the degree of sampling, $\alpha = N/T$, for large random matrices $A$, using the methods of convex geometry. Here we take an alternate approach to understanding the typical behavior of CS using replica theory [7,8]. This approach yields new features in the phase diagram for CS and new insights into the nature of CS in the error regime.

Statistical mechanical framework.—We wish to understand properties of the solution $\hat{x}$ to the optimization problem in (1). To do so, we define an energy function on the residual $u = x - x^0$ given by
\[ E(u) = \frac{\lambda}{2T} u^T A^T A u + \sum_{i=1}^{T} |u_i + x_0^i|, \]  
and analyze the statistical mechanics of the Gibbs distribution \( P_G(u) = \frac{1}{Z} e^{-\beta E(u)} \). We take the limit \( \lambda \to \infty \) to enforce the constraint \( y = A x \), and then take \( \beta \to \infty \) which yields information about the solution to (1).

The free energy \(-\beta F = \ln Z \) of \( P_G \) depends on the measurement matrix \( A \) and on the signal \( x^0 \). We take these to be random variables; the matrix elements \( A_{ij} \) are drawn independently from a standard normal distribution, while \( x^0 \) has \( fT \) randomly chosen nonzero elements each drawn independently from a distribution \( P(x^0) \). Thus \( A \) and \( x^0 \) play the role of quenched disorder in the thermal distribution \( P_G \). For large \( N \) and \( T \), we expect self-averaging, i.e., the properties of \( P_G \) for any typical realization of \( A \) and \( x^0 \) coincide with the properties of \( P_G \) averaged over \( A \) and \( x^0 \). Therefore we compute the average free energy \(-\beta F \equiv \langle \ln Z \rangle_{A,x^0} \) using the replica method [8,9].

We find [10] the \( u_i \)'s are distributed as \( P(u) \propto \exp(-H_{\text{eff}}) \), with the mean-field effective Hamiltonian,

\[ H_{\text{eff}} = \frac{\alpha \beta \lambda}{2(1 + \beta \lambda \Delta Q)} (u - z \sqrt{Q_0/\alpha})^2 + \beta |u + x^0|, \]  
and \( z \) is a quenched random variable with a standard normal distribution. The order parameters obey

\[ Q_0 = \langle \langle u^2 \rangle \rangle_{z,\varphi}, \]  
\[ \Delta Q = \langle \langle \delta u^2 \rangle \rangle_{z,\varphi}, \]  
where the thermal average of \( u \) and its variance \( \langle \delta u^2 \rangle \) are defined with respect to the Gibbs distribution with Hamiltonian \( H_{\text{eff}} \). The double angular average \( \langle \cdot \rangle_{z,\varphi} \) refers to integrating over the Gaussian distribution of \( z \) and over the distribution of \( x^0 \).

Perfect reconstruction regimes.—Here we search for solutions to (4) and (5) which reflect perfect reconstruction performance in (1). First, for any finite \( \beta \), we take \( \lambda \to \infty \), eliminating \( \lambda \) from \( H_{\text{eff}} \). Next, as \( \beta \to \infty \), we search for solutions in which \( \Delta Q = \alpha \Delta q / \beta^2 \), and \( Q_0 = \alpha q_0 / \beta^2 \) where both \( \Delta q \) and \( q_0 \) are \( O(1) \). This scaling ensures that as the temperature is lowered, the Gibbs measure \( P_G(u) \) concentrates in a region of size \( O(1/\beta) \) containing the residual vector \( u = 0 \), i.e., \( \hat{x} = x^0 \). Using this scaling, we find that (4) and (5) admit finite solutions for any \( f \) and \( \alpha > \alpha_c(f) \). As \( \alpha \) decreases towards the phase boundary \( \alpha_c(f) \), \( \Delta q \) and \( q_0 \) diverge, signaling a transition to the error regime, with \( \Delta q / q_0^2 \equiv x^2 \) remaining \( O(1) \). In this limit, \( \alpha_c(f) \) is given by the solution to

\[ \alpha = 2(1 - f) \int_{x}^{\infty} Dz(z - x)^2 + f(1 + x^2), \]  
\[ \alpha = 2(1 - f) H(x) + f. \]  
Here \( H(x) \equiv \int_{x}^{\infty} Dz \), and \( Dz \) is the standard Gaussian measure. Note that the phase boundary does not depend on the distribution of nonzeros, \( P(x^0) \). As shown in Fig. 1(a), \( \alpha_c(f) \) predicts well the transition between perfect and imperfect reconstruction in (1). In the sparse limit, \( f \to 0 \), \( \alpha_c(f) \to f \log 1/f \).

Nonnegative signal reconstruction: compressed sensing without sparseness optimization.—An interesting case is when the signal is known to be constrained in its sign. Such a constraint modifies the phase boundary of the regime of perfect reconstruction. Following the same analysis as above, we derive the phase boundary for this case [10] and the result is shown in Fig. 1(b).

Can a nonnegative signal be fully reconstructed from a limited number of measurements without optimizing sparsity? To address this, we reexamine the statistical mechanics of (3) as \( \beta \to \infty \) but without the \( L_1 \) potential term, or equivalently keeping \( \beta \) finite and taking \( \lambda \to \infty \). Then the relevant scaling of the order parameters is \( \Delta Q = \Delta q / \beta \lambda \) and \( Q_0 = q_0 / \beta \lambda \). This scaling implies a solution with zero error as the linear equality constraints, together with the nonnegativity constraints, are strictly enforced. The resulting order parameter equations [10] admit finite solutions

\[ \alpha > \frac{1 - f}{2}. \]  
As \( \alpha \) approaches this lower bound, both \( q_0 \) and \( \Delta q \) diverge, marking the phase transition to a nonzero error. Below this value of \( \alpha \) the solution to the constraints on \( x \) is nonunique and sparsity optimization is required for perfect reconstruction, which is possible at lower values of \( \alpha \) until the lower phase boundary in Fig. 1(b) is reached.

The above remarkable results can also be derived using the theory of perceptron capacity [11,12] by the following argument. Let \( C \) be a \( T \times (T - N) \) matrix whose columns form a basis for the null space of \( A \). A nonnegative solution \( x \) to the linear equations \( y = Ax^0 = Ax \) is equivalent to a solution \( v \) of the set of inequalities \( C v \geq -x^0 \). Let us focus on the \( (T - f) \) inequalities for which \( x^0 \) is 0. From perceptron theory, with high probability there is no nonzero solution to these inequalities if the number of inequalities \( T(1 - f) \) exceeds twice the number of unknowns \( T - N \), which yields the bound \( \alpha \geq (1 + f)/2 \) for \( x^0 \) to be the
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The error regime.—Here we search for solutions to (4) and (5) which describe the performance of CS based on (1) in the error regime. As above, we first take \( \lambda \rightarrow \infty \), but now, as \( \beta \rightarrow \infty \), the order parameters scale as \( \Delta Q = \alpha \Delta q/\beta \) and \( Q_0 = \alpha q_0 \) where both \( \Delta q \) and \( q_0 \) are \( O(1) \). Under this ansatz, in the case of nonnegativity constraints on \( x \), we obtain (see [10])

\[
\alpha = (1 - f)G(x^0, x^0) + f\langle G(z^+, x^0) + (x^0)^2 q_0 - H(-z^+)) \rangle \delta
\]

\[
\alpha = (1 - f)H(x^0) + f\langle H(z^+) \rangle \delta
\]

Here, \( \delta \equiv \frac{\Delta q}{q_0} \), \( z^+ = \frac{\delta}{\sqrt{2 \pi q_0}} \), and \( G(a, b) = \int_{-\infty}^{\infty} Dz(z - b)^2 \). The corresponding equations for general \( x \) can be found in [10]. Note that unlike the zero error equations, the equations in the error phase depend on the distribution of nonzeros \( P(x^0) \). To explore this dependence, in the following we focus on 3 classes of signals: 01 signals in which \( P(x^0) = \delta(x^0 - 1) \), plus-minus (PM) signals in which \( P(x^0) = \frac{1}{2} \delta(x - 1) + \frac{1}{2} \delta(x + 1) \), and Gaussian signals in which \( P(x^0) \) is the standard normal distribution.

We solved the error equations numerically and found \( q_0 \) and \( \Delta q \) as a function of \( f \) and \( \alpha \). The predicted reconstruction error is \( Q_0 = \alpha q_0 \). As an example, the agreement of the prediction with direct numerical optimization of (1) is shown for 2 types of signals in Figs. 2(a) and 2(b).

The rise of the error near the phase transition depends on the distribution of nonzeros \( P(x^0) \) only through its behavior near the origin [10]. Let \( \delta \alpha = \alpha_c - \alpha \) be the distance into the error phase. If \( P(x^0) \) has a gap so that \( P(|x^0|) \equiv 0 \) when \( |x^0| < \Delta \) for some \( \Delta > 0 \), then for small \( \delta \alpha \) the error arises sharply as \( O(1/\log \Delta) \) [Fig. 2(a)]. Otherwise, if \( P(x^0) \propto (x^0)^\nu \) near the origin, with \( \nu > 1 \), then the error arises as \( O(\delta \alpha^{2/(1+\nu)}) \). See Fig. 2(b) for an example of Gaussian signals where \( \nu = 0 \). Overall, more strongly the nonzeros are confined to the origin, the shallower the rise of the error after the transition.

The error also displays an interesting nonmonotonic dependence for small \( \alpha \). In the absence of measurement constraints, when \( \alpha = 0 \), \( \delta = 0 \) and the error is \( f \) [in units of the second moment of \( P(x^0) \)]. A small number of measurements then leads to a sharp rise in the error, which behaves near \( \alpha = 0 \) as \( f(1 + O(1/\log \Delta)) \), independent of the distribution \( P(x^0) \) [see Figs. 2(a) and 2(b)]. The error then falls below \( f \) only at larger values of \( \alpha \).

The replica method allows us to compute not only the typical reconstruction error, but also the distribution of a reconstructed signal component \( \hat{x}_i \) conditioned on the true value \( x_i^0 \). For general signals, we find [10] \( P(\hat{x}_i | x_i^0) = \frac{1}{\sqrt{2 \pi q_0}} \exp(-\frac{(\hat{x}_i - x_i^{0} + \text{sgn}(\hat{x}_i) q_0)^2}{2q_0}) + H(z^+) - H(z^+) \delta(x) \).

From this distribution, we can compute the typical \( L_p \) norm of the reconstructed signal \( \hat{x} \) in (1), defined as \( L_p(\hat{x}) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |\hat{x}_i|^p \). The match between theory and numerics for the \( L_1 \) norm is shown in Fig. 3(b). Similar behavior is observed for the other signal ensembles. As expected, because the reconstruction algorithm is minimizing \( L_1 \), as the number of constraints \( \alpha \) decreases, the \( L_1 \) norm monotonically decreases to 0. The onset of the error phase occurs when \( x^0 \) is no longer the ground state of \( P_G \), and \( x \) satisfying \( y = Ax \) can be found with \( L_1 \) norm smaller than that of \( x^0 \), which is \( f \).

The original motivation behind CS was to minimize the \( L_0 \) norm in (1). \( L_1 \) minimization is used instead as a practical, convex alternative to the hard \( L_0 \) problem. We can nevertheless ask, how \( L_0(x) \) behaves under \( L_1 \) minimization. The theory gives a remarkably simple, universal prediction for this quantity that is independent of \( P(x^0) \); in the perfect reconstruction phase, \( L_0(\hat{x}) = f \) independent of \( \alpha \), and in the error phase, \( L_0(\hat{x}) = \alpha \) independent of \( f \) [10]. Between these two phases, \( L_0(\hat{x}) \) displays a sharp first order transition [Fig. 3(b)].

We give a direct argument that \( L_0(\hat{x}) \) cannot exceed \( \alpha \) for a typical realization of \( A \). Consider the Lagrangian \( \mathcal{L}(\lambda, x) = \sum_{\mu=1}^{N} \lambda_{\mu} (y_{\mu} - (Ax)_{\mu}) + \sum_{i=1}^{N} |x_i| \), which implements the constrained optimization (1). Let \( (\hat{\lambda}, \hat{x}) \) be a critical point of this Lagrangian, and let \( i \) be an index such that \( \hat{x}_i \neq 0 \). A necessary condition for \( (\hat{\lambda}, \hat{x}) \) to be a critical point in this case is that

\[
\sum_{\mu=1}^{N} \lambda_{\mu} (y_{\mu} - (Ax)_{\mu}) + \sum_{i=1}^{N} \frac{d}{dt} |x_i| = 0
\]

for all \( t \). Taking the derivative of \( |x_i| \) and evaluating at \( t = 0 \), we find that

\[
\sum_{\mu=1}^{N} \lambda_{\mu} (y_{\mu} - (Ax)_{\mu}) = |x_i|
\]

for all \( \mu \). Since \( |x_i| > 0 \), it follows that \( \lambda_{\mu} = 0 \) for all \( \mu \), and hence \( \lambda = 0 \). This proves the claim.
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(a) and (b) Blue points are the average \( L_2 \) reconstruction error obtained by solving (1) 100 times for each for 4 values of \( f = 0.2, 0.4, 0.6, 0.8 \), and various \( \alpha \). Here \( T = 500 \). Error bars reflect the standard error. Red curves are plots of \( Q_0 \) obtained by solving the appropriate order parameter equations in the error phase.
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(a) and (b) The blue points represent the average \( L_1 \) and \( L_0 \) norms of the reconstruction \( \hat{x} \) obtained by solving (1), as in Fig. 2, while the red curves are the theoretical predictions.
point is \( \frac{\partial E}{\partial x_k} \bigg|_k = 0 \Rightarrow \sum_{\mu=1}^{N} \lambda_{\mu} A_{\mu i} = \text{sgn}(\hat{x}_i) \). There are \( L_0(\hat{x})^T \) such linear constraints on the \( N = \alpha T \) Lagrange multipliers. Thus if \( L_0(\hat{x}) > \alpha \), these equations for generic \( A \) will be overconstrained and have no solution. Therefore any \( L_1 \) minimizer \( \hat{x} \) will with high probability have \( L_0(\hat{x}) \leq \alpha \). The surprising result then is that as soon as the error phase is entered, \( L_0(\hat{x}) \) makes a discontinuous first order jump to this maximal value despite the fact that the \( L_1 \) norm and \( L_2 \) reconstruction errors display a continuous second order transition.

Sparse regression.—Until now we have focused on the problem of signal reconstruction, in which \( A \) is a known measurement matrix acting on an unknown sparse signal \( x^0 \) to yield a set of measurements \( y \), from which \( x^0 \) must be recovered. An alternate scenario is that of regression, in which \( \{y_\mu, a_\mu\} \) constitute a set of \( N \) data points (here \( a_\mu \) are the rows of \( A \)) and the goal is to find an unknown sparse vector of regression coefficients, or rule, \( x^0 \) that explains the data, i.e., \( y_\mu = a_\mu \cdot x^0 \forall \mu \). In applications, the true level of sparseness of \( x^0 \) is unknown, and so if (1) were applied to find a candidate rule \( \hat{x} \), it is important to know whether the resulting sparsity of \( \hat{x} \) reflects the true nature of the data \( \{y_\mu, a_\mu\} \) as arising from a sparse rule, or whether this sparsity arises simply due to chance.

To address this question, here we analyze (1) in a "null" scenario where \( y \) is generated by a random process, independent of \( A \). The relevant energy function is

\[
E(x) = \frac{\lambda}{2T} (y - Ax)^T (y - Ax) + \sum_{i=1}^{T} |x_i|,
\]

with \( A \) a random \( N \times T \) matrix as before, and \( y_\mu \) drawn independently from a standard normal. We used replica theory to analyze the statistical mechanics of (8) in the \( \beta \rightarrow \infty \) limit, thereby computing theoretical predictions for various \( L_p \) norms of \( \hat{x} \) in (1) for typical realizations of \( A \) and \( y \) (see [10] for details). Results are shown in Fig. 4. In particular, Fig. 4 allows one to test the significance of a given level of sparsity of \( \hat{x} \) obtained from (1) in any application of CS to regression. If either the \( L_1 \) or \( L_0 \) norm of \( \hat{x} \) falls significantly below the corresponding curve at the appropriate value of \( \alpha \) (usually known in applications), then it is highly likely that the data can be explained by a sparse rule. Interestingly, the \( L_0 \) norm takes its maximal possible value \( \alpha \) just as in the case of CS applied to signal reconstruction in the error regime [see Fig. 3(b)].

Discussion.—In summary, by exploiting statistical mechanics, we have obtained a deeper understanding of the behavior of CS. In particular, our finding of a universal, first order transition in the \( L_0 \) norm of the reconstruction [Fig. 3(b)] has important practical implications. It provides a simple rule to detect perfect recovery in CS even when \( x^0 \) is unknown: if the number of nonzeros in \( \hat{x} \) in (1) is less than the number of measurements, then \( \hat{x} \) is with high probability the true signal \( x^0 \). An extension of this work is the analysis of \( L_p \) minimization, where \( V(x) = |x|^p \).
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FIG. 4 (color online). Here (1) is solved 100 times for various \( \alpha \) when \( y \) is a dense random Gaussian vector uncorrelated with \( A \), and \( T = 500 \). The average \( L_1 \) (a) and \( L_0 \) norms of \( \hat{x} \) are shown (blue points). Red curves are the theoretical predictions.
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